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PREFACE

“ "I was privileged to kick off the Defense Risk and Uncertainty
Workshop with a panel that speculated on how well DOD analysts and
decision makers are handling risk and uncertainty. The problem is
of course quite. complex. It will take a lot of good people and a
lot of good ideas to improve our analysis and decision making
processes.

A forum such as this one serves to surface ideas in a very
efficient manner. You will note in these proceedings a number of
different approaches in handlirg risk and uncertainty. All of
these papers were subject to th2 critique of peers in the various
panels of the workshop, and I feel this peer group interaction
ultimately provides the greatest benefit to the attendees.

3 To those of you not at the workshop I commend these proceedings
to your attention. To the participants--continue the dialogue.

L]
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Walter W. Hollis
= Deputy Under Secretary of the Army
. (Operations Research)
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WORKSHOP SUMMARY

The Department of Defense has embarked on a modernization program unprece-
dented since World War II. The sophistication and complexity of emerging
weapon systems have rendered managerial as well as technical decisions exceed-
irgly difficult. As technological boundaries have expanded, the attendant
risk and uncertainty of defense acquisition programs have also expanded.
Morever, in this fast-paced environment, the state-of-the-art in managing risk
and uncertainty has not kept pace with the state-of-the-art in technology.
Often the result has been cost overruns and schedule slippages.

The first step in managing risk and uncertainty is to admit that they exist.
This has been partially accomplished and is evidenced by numerous references to
risk and uncertainty in DOD literature. In 1969, Deputy Secretary of Defense,
David Packard, wrote a memorandum to the military services in which he listed
inadequate risk assessment as one of five major problem areas in system acquisi-
tion. Since that time, slow but steady progress has been made. DOD Directive
5000.1 and DOD Instruction 5000.2, the top acquisition policy documents, have
gradually become more specific in their requirement that risk analysis must be
included as an integral part of the acquisition process. More recently, the
DOD Acquisition Improvement Program that evolved from the 1981 Carlucci Initia-
tives directed the military services to estimate most-likely costs and budget
for risk. A result of all this high level recognition has been the development
and implementation of such concepts as Decision Risk Analysis (DRA) and Total
Risk Assessing Cost Estimates (TRACE). A basic legitimacy has been established
and a framework is now in place to permit development and application of new
methodologies. o

This workshop is the third gathering of the risk analysis community to
specifically address acquisition. The first was hosted in February 1979 by the
University of Southern California and was not limited to the Defense environment.
The second was co-sponsored in February 1981 by USC and the Air Force Business
Research Management Center and became more defense-oriented. Based on the
success of the two previous conferences, this third workshop was commissioned
by the Defense Acquisition Research Council and hosted by the Army. The work-
shop in effect has evolved into a biannual Defense activity.

The theme of this year's Workshop was "Management of Risk and Uncertainty
in Systems Acquisition" and the general objectives were to report on state-of-
the-art techniques and exchange information on risk and uncertainty in DOD. It
was called a workshop rather than symposium to emphasize an interactive
environment in which maximum participation and discussion were encouraged.

The format of the workshop was based on two concurrent tracks, one focusing
on Quantitative Risk Analysis, and the other on Managerial Use of Risk Analysis.
Each track consisted of five panels, each with a panel chairman and two to
four presenters. Additionally, there were three plenary sessions with presen-
tations of general interest to the entire body. At any given time, there were
at most two concurrent speakers. This enabled the participants to attend and
contribute to a variety of different discussions. Computer demonstrations on
risk software were-also given Gy various experts by appointment.
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The participants in the workshop included representatives from eacn of
three military services ano DOD staff, private industry and academia. Panel
chairmen, speakers, and general attendees were all carefully selected from
among experts in the field. This broad spectrum of viewpoints and experience
assured a healthy exchange of information.

The program started, continued, and finished strong with outstanding plerary
speakers. After introductions by the Workshop Chairman and the Acting Comman-
dant, COL Forburger, the opening address was conducted by Dr. Alan J. Rowe,
USC, who had chaired and co-chaired panels in the two previous Workshops.
This was followed by a plenary panel consisting of senior level decision makers,
Mr. Hollis of the Army, Dr. Shoup of the Navy, and Mr. Thomas of the Air Force,
who made presentations and answered questions from the audience. To start off
the second day, Mr. Bowers, the Chief Executive, Sanders Associates and former
Assistant Secretary of the Navy (Installations and Logistics), delivered an
informative and provocative presentation on the sharing of risk between Govern-
ment and Industry. The final two speakers, Dr. Cetron, from Forecasting Inter-
national, and Dr. Hurta, of the Naval War College, rounded out the program.
Dr. Cetron talked about the uncertainties of the future. Dr. Hurta chaired a
practical clinic on the analyst's difficulties in working with decision makers.

The ten workshop panels were where most of the work took place., OQutstanding
experts presented papers on a variety of germane topics, of a practical as
well as theoretical nature. These sessions were informative, spirited and dis-
played a great deal of interaction between the participants. The two objec-
tives of the workshop, to "report" and to "exchange information" were unques-
tionably achieved. :

~This workshop not only achieved its objectives but produced two important
side benefits., It got representatives from the three military services and the
private sector talking to each other in a frank and open manner. And, it
surfaced controversial issues that require additional research, pernaps for
the next workshop. The primary issues are the need to better translate theory
into application and to break down the barrier that exists between analysts and
decision makers. Theory 1is wasted unless it is translated into practical
application and effectively communicated to senior level decision mukers.

Finally, the need for periodic workshops of this nature is critical if we
are serious about coming to grips with risk and uncertainty in systems acquisi-
tion. It is only by talking to each other, sharing information, and surfacing
issues that we can hope to advance the state-of-the-art.

Fob?” T Lol
ROBERT F. WILLIAMS, Ph.D.

Chairman, Defense Risk
and Uncertainty Workshop

*.‘:7
G RICHARD D. ABEYTA
H Administrative Chairman,

oy . Defense Risk and

= Uncertainty Workshop
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Chairman, Walter W. Hollis, Deputy Under Secretary of the Army
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HISTORY OF RISK AND UNCERTAINTY RESEARCH

Alan J. Rowe, Ph.D.

Unlv. of So. Cal.
Los Angeles, CA.

* INTRODUCTION

The bepanment of Defense has had a continuing concern
regarding the management ot risk and uncertainty and has
supported considerable ettort in an attempt to tind apgropriate
approaches to dealing with the problem. in part, the ditticulties
that arise are a result ot the military's desire for maximum
performance which involves high technoiogy, often at an
advanced state-ot-the-art. The uncertainty ot congressional
tunding and contractual constraints and the lack of detinition
in the introduction of new weapon systems also contribute to
program risk and uncertainty. Since risk and uncertainty will not
disapoear, it is requisite that the management ot the weapons
acquisition process address take these factors.

The Government, as is evident by O.M.B. circular A- 109, identified
the need to deal with risk end to have alternative system designs
submitted for evaluation. Department of Detense Directive 5000.3
states that test and evaluation should be conducted throughout
the acquisition process to assess and reduce acqulsition
risk.

The objective ot this paper Is to trace the sigriticant approaches
that have been taken in dezling with the risk and uncertainty
associated with military acquisitions. From this perspective,
direction for future effort will be identified.

RESEARCH TRAIL

Early work in the tield ot risk and uncertainty was done primarily
at the RAND Corporation. in addition, each ot the services
conducted studies on how best to deal with the problem. The
major efforts that were undertaken will be reviewed along with
an evaluation of thelr contributions.

Cochran (1) was one ot the tirst to recognize the combined
effect ot concurrency, technoiogical uncertainty, and contractural
urgency on risk and uncertainty. He proposed an approach called
Disruption Theory which attempted to predict the degree of
uncertainty In a given program. As a result of his efforts, the
first symposlum on the management of risk and uncertainty in
the acquisition process was held In 1979 at the University ot
Southern Calitornia.

Major General Dewey Lowe, at tha 1979 symposium, reviewed
an Alr Force Study of seven major aircraft systems inciuding
the B1,F15,F16, A0, E3A, E4 and EF 111A. This study revealed
a consistent Improvement in the ability to control program cost
yrewsh, Starting in the 1950's, major system cost growth

IN DOD

Ivan A. Somers, Ph.D.
Hughes Alrcraft Co.
El Segundo, CA.

exceeded 200%, while systems suttered trom high risk, poor
definition, and low visibility. in the 6Q0's, risk was moderate,
definition was better, total package procurement and
concurrency was used, and cost growth was between 100%
and 200%. The 70's witnessed growth of less than 100% with
the application ot prototypes, change controls and Detense
System Acquisition Review Council. When adjusted for intiation,
the approximately 90% growth rate ot the 70's was really a
30% rate in base-year dollars. General Lowe estimates that as :
much as 70-80% ot cost overrun was caused by intlation.

A second symposium was held in 1981 at the Air Force Academy
which dealt with defining the state-of-the-art in the management
ot risk end uncertainty. The current workshop on Defense Risk
and Uncertainty at Defense Systems Management College is
a recognition ot the continuing importance ot the subject to the
acquisition community.

Finally, the current success with a Causal- Integrative Computer
Model wili be used to help identify tuture directions that can
profitably be taken to '“manage risk and uncertainty"

BACKGRGUND

Because of the complexity of the acquisition process, the
definition of risk has tended to be associated almost exclusively
with the technology involved and to ignore the management
aspects ot the problem. Admiral Freeman (2) stated that we
tend to biame acquisition problems on technical uncertainty or
technical change, whereas, what is needed is a manager who
is emotionally capable ot managing uncertainty and who has
the ability of taking the risk of making decisions based on
judgement with access to iimitud or suspect data.

Generai Thurman (3) supported thls position in his statement
regarding the planning for uncertainty and risk assessment.
“Managers . are expected to collect, weigh tacts and
probabiliities, make optimal decisions and see that they are
carried out. However, in development projecta, a clear sequence
is not possible because ot the extended duretion, the many
technical unknowns, the contlnual discovery of new tacts, and
the changing constraints and pressures.* Protessor Winkler (4}
extended this further by hla concern for the problem of reaching
agreement with respect to con.'lpetitive and group decision
prccesses and the role ot intormation and the Impact ot
organization structures In situations with multiple decision
makers. Dr. Kerns (5) identities two distinct aspects ot risk

t 2y

R
(s A




and uncertainty as involving both correct technical analysis and

acceptance and implementation of the results.

Given this

perspective, the complexity of the risk end uncertainty problem
becomes apparent.

A TAXONOMY OF RISK APPROACHES

In order to review profitably the developments in the tield, the
following four tectors are suggested:

Estimetion - The ability to torecast, predict or identity
the risk involved.

Perception - The'maﬂager's skill in recognizing risk

.and applying judgement to finding enswers.

Impact - The consequences eppliceble to situations
Involving risk and to determination of the level of
vulnerebility.

Management - The knowledge end ettitude required
to implement risk taking decisions.

Keeney (6), in his article on decision anelysis, identities a number
of factors which contribute to the complexity of decision
problems. These include: multiple objectives, difficulty of
identifying gcod elternatives, intangibles, long-time horizons,
many impacted groups, risk and uncerteinty, risks to life and
limb, interdisciplinary aspects, severel decision makers, value
tredeoffs, risk attitude, and the sequentiel neture of decisions.
He summarizes these fectors into four categories which he states
are characteristic of complex decision problems:

They involve high stekes

They heve compliceted structure
There ere no overall experts

There Is need to justlfy the decisions

He concludes that at one extreme intuition end Informality may
be used while at the other extreme, modeis are needed to capture
the full complexity of the problem.

! It the probilem of risk end uncertainty is looked at in terms of
the abllity to manage and the impect of the decislon, the following
two tebles can be constructed:
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TABLE

HIGH

LEVEL

RISK

LOW

1. IMPACT OF RISK ON PAYOFF
USE OF PREDICTIVE
FOREC#STS, MODELS,
PERT SIMULATION
ESTIMATES DECISION
OR PRIOR SUPPORT
EXPERIENCE SYSTEMS

LOW HIGH

MANAGEMENT COMPLEXITY

SP—1588

TABLE 2. MANAGEMENT APPROACHES TO RISK

LEVEL
RISK

HIGH

LOW

8
1Z]
HIGH RISK, | VULNERABLE, |
BUT CANBE | DIFFICULT TO
CONTROLLED | CONTROL
LOW RISK, - LOW 1iSK,
MODERATE HIGH
PAYOFF PAYOFF
LOW HIGH
IMPACT

-,




An examination of the texonomy of epproeches to risk and
uncerteinty and the two tables shown ebove, indicates clearly
that additional research i3 needed to integrate these factors
with the other aspects of the acquisition process such as
contracting, pricing, etc. For example, Cariucci (7) in a memo
to secreteries of military dapartments ceutions, ‘It makes littie
sense to plece unreasonable risk upon industry by meens of
firm commitments nagotieted at high prices, but unenforceable
in practice or in fact.”

DESCRIPTION OF THE ACQUISITION PROCESS

Any description_of the acquisition process is, at best, oniy a
static representation of an extremely complex set of
interdependent activities. The matrix shown in Figure 1 (8) is
suggested as e basis for understending ceusality. For example,
internal control assumes ali things are known and controllabie
with estimates besed on past date, prccedures, designs, etc.
The other three categories.. howaever, represent the reelity in
mejor acquisition end are otten overlooked.

Although Figure 1 does not refiect the dynamics and interactions
that occur in an on-going organization, it does illustrates a number
of key concepts that wili be developed In the report. The linkeges
between the four basic uncertainty variables end acquisition

management help to define the processes,: or activities thet
contribute to the uncertainty of acquisition management. The
four basic uncertainty variables considered are:
1. Internel Control: A measure of the organization's
ability to perform the task requirements.

2. Customer Uncertainty: The time compression,
concurrency, or degree of overiap betwen phese of
development, and changes in scope.

3. Technological Uncertainty: A measure of the
state-of-the-art end the degree of interdependency
among system components.

4.  Environmental Uncertainty The factors that cause
disruption, delays, shorteges, failures, etc. that are
not under the control of management in the acquisition
process.

The variebles define e network of interdependencies which
ultimately contribute to the uncertainty and the consequent
problems in the acquisition process.

The categories shown in Figure 1 correspond to ones deveioped
by the USAF Academy Risk Analysis Study Teem (8). The
description of the USAF categories is as follows:

Internal Program Uncertainty: Deals with the way in which
the program is organized, plannad and maneged.

ENVIRONMENTAL
UNCERTAINTY

¢ UNPREDICTABLE EVENTS,
® FAILURES,

¢ DISRUPTIONS,

* FORCE MAJEURE.
*REGULATIONS

CUSTOMER
UNCERTAINTY

*CONTRACTUAL REOUIREMENTS,
*SCOPE CHANGES,

* TIME COMPRESSION.
+STRETCH-0UT,

© CONSTRAINTS,

©INAOEQUATE FUFDING

NPREDICTABLE
- TECHNOLOGICAL
UNCERTAINTY
* ADVANCEO TECHNOLOGY,
*INADEQUATE TASK DEFINITION,
« CONCURRENCY OF DESIGN
AND PROOUCTION,
LEVEL OF *DESIGN CHANGES
UNCERTAINTY
INVOLVED IN
TR INTERNAL
ACOUISITIO ORTROL
« PROJECT CONTROLS,
*RESOURCE ALLOCATION,
* SCHEDULES,
* ESTIMATES
* BUDGETS
PREDICTABLE
CONTROLLABLE

UNCONTROLLABLE

DECISION-MAKE RS

ABILITY TO CONTROL ACTIVITIES

FIGURE 1. ACQUISITION UNCERTAINTY
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Uncenrtainty of the initial estimate and its impact on program
management. Uncertainty in the acquisition strategy and
outcome. Uncertainty in resources needed, flexibility, or
lack of contingency plans. Competing demands, inclucing
conflict between reliability, vuinerability and malntainability
with performance and operating costs.

Technica!l Uncertainty: Covers the feasibility ot developing
the system aj all, including the degree of technical difficuity.
Generally starts with an optimistic estimate ot the
state-ot-the-art and often leads to a slippery technical
bas.eline.

Procesa Uncertalnty: Ceals with.the sensitivity to changes
in the extenal environment such as changes in prlorities
or policies, the President’s budget, congressiona! political
considerations, etc. Unavailability ot funding/resources
when needed. Uncertainty in criteria used for changes,
control, surveillance, DSARC decisions, etc. Etfects of
Inflation and government regulation.

Target Uncertainty: Covers the uncertainty in meeting
performance, cost or schedule goals and determination ot
needs. Uncerainty in translating abstract needs Into
concrete specitications. Problem of early estimates which
are seldom revised.

Manin (t0), in a paper on the relationship between cost and
cost estimation, indicates that a cost estimate Is at best a
reasoned guess about a future outcome. The estimate requires
judgment end theretore is subjective in nature. Furthermore,
because cost estimates are probabiiistic in nature and are valid
only as iong as the assumptions on which they were based
remein the same, there is need to revise estimates in
conaideration of the uncertainty which exists. He points out that
the levei ot uncertainty is very high in the early | “ases of an
acquisition, in part due to the vagueness of system
speciflcations. The uncertainty is recuced as Intormation Is
obtalned from testing and evaluation. The conclusion drawn is
that mistakes ere made using the wrong approach tor the given
phase of the acquisition cycle.

Thecor :lusions drawn by Martin, are supported by studles which
show thet initial estimates seidom raflect the final cost. Davis
(t 1) supports this finding in his analysis of uncertainty associated
with cost estimeting. He contends that iack ot information
contributes to the uncertainty ot cost estimates. He also
meintains that diffusion ot authority and responsibility tor cost
estimeting throughout the acquisition cycle complicetes the
process. Furthermore, shori-fuse requirements Impose severe
time constraints and also contribute to estimating errors. He
concludas that there Is e need for greater flexibility in the
ecquisition of major syatems in order to cope with program
uncertainties. Single point estimates do not recognize the besic
uncertainty involved in cost and a cost range would provide
greater flexibllity. Baslcally, he argues that cost overrruns wn!
be a way ot lite unless consideration is given to the impect
of progrem unceriainty on estimeting.

In a study conducted at USC (t2), alx major progreams were
analyzed to determine the primary cguses for cost growth,

schedule shippage and performance degradation. Twenty-six
tactora were Identitied as specitically contributing to coat
overruns.

Examination of the data from the many studies conducted reveala
that there are no simple anawers to reducing cost. growth when
deaiing with the uncertainty inherent in the acquisition of
programs. it would be unreasonable to prevent advances in
atate-ot-the-art and changes in design to meet requirements that
are determined during system test and evaluation, Furthermore,
there will inevitably be some degree ot concurrency during
development, as well as overiap of authority because ot multiple
organizations involved in the process. There is little doubt that
over-optimism in new designs leads to design changes and
ultimately to cost overruns. Inflation, changing political and
customer influences and environmenta! catastrophies will
continue to plague the acquisition process. Low bidding, poor
or inappropriate estimates, improper budgeting and cost
control--all contribute to the problem.

The importance of uncertainty as a cause of overruns has been
documentad by the RAND studies (t3), which after over twenty
years ot studying compiex deveiopment programs in the U.S.
and abroad concluded that:

""High system cost growth appears to arise primarily

from etforts to subd!-~ difficult technology on highly

compressed schedules... (and the) acceptance of

optimistic assumptions about the iong-term predic-

tabillty of technology and the cost ot coping with

it."”
For example, in describing syatem acquisition experience, Perry
(14), points out that Initiai estimates *end to be overly optimistic
and do not consider, or understate, technological difficulties
actually encountered in program development. As a
consequencs, these ditficulties which lead to increases in total
program costs are seldom accounted for eariy in a program.
He found that, In nearly ali cases, renegotiated contracts were
much closer to actual performanca requirements and that this
was reflectad in adjusted coats. Thus, the earlier a prediction
of cost is made, the greater the expectod uncertainty of actual
cost. Ingeneral, In the eerly conceptualizetion stage, the required
technological advances and evantual system configuration are
poorly known, Their conclusions concerning cost growth and
performance teults were that they were principally due to
changes In program acope end they were outside of the
contractor's control. These generally accounted tor the
difference between predicted cost of the original program and
the tinal cost of the program as actually delivered.

In Its attempt to contro! cost, the DOD instituted the Design
to Cost Concept (DTC) tor mejor weapon systam acquisition.
Although this approach was an sttempt to keep cos! ‘#ithin limits
that could be echieved by a specified design, It is now recognized
that frequent changes can undermine confldence in the process.
Thus, tlexibllity is needed because ot the difficulty In estimeting
major system requirements with precision. This implies thet
performance peremeters must be varieble If cost remains
reletlvely flxed.




DEFINING UNCERTAINTY

Although uncerteinty is-defined es lack of knowledge about
specific etfects, it also cen be exemined in terms of the factors
thet contribute to disruption. Typical factors leading to disruption
ere shown in Teble 3.

TABLE 3. FACTORS IN DISRUPTICN

. Delay: gap in cerrying out e p:c rem

. Interruption: short term delay

. Stretch-out: slow down of program

. Interference:_ delay by other projects/stoppege

1
2
3
4
5. Redesign: change scope. redo previous work
6. Work stoppege: partial interruption

7. Interdependencies: indirect delays

8. Shorteges or errors: delays due to rework

9

. Overlep: interferences & delay due to concurrency
10. Redirection of effort: disruptive effect of reorganization

Risk end urcerteinty are defined using classicel probebility
theory es well as how they apply to the ecquisition process.
Lev (15), defines risk as the condition where eech outcome
of the decision meker leeds to one of e set of possible specific
outcomes, each occurring with a known probability. Uncerteinty
is defined by Lev es the situation where the probebilities of
the verious outcomes are completely unknown. Although risk
and uncerteinty are otfen used interchangeably, they are not
the same stete of knowledge in e given situation.

Peck and Scherer’s (16) comprehensive enalysis of the weepon
systems acquisition process defined risk es the level of
consequences of @ wrong prediction. They operatlonally defined
uncerteinty es the relative unpredictebility of en outcome of e
contemplated action. They cetegorize uncertainty es either
internal or externel where internal uncerteinty releted to the
possible incidence of unforeseen technical difficulties in the
development of a specific weepons system. Examples of internal
uncertalnty include development time of Interrelated tech-
nologias, substitutable technoiogies, and performence to
specificatlon. External uncerteinty covers factors external to a
given project, but atfect the course and outcome thet can be
expacted. Exemples include rate of technologicai chenge in
waaponry, chenges in stretegic requiremants and shifts In
government policy.

Tha USAF Risk Anelysis report (9) deflnes risk es the probabillty
of an occurrenca and uncertainty es incomplete knowledga. A
risk assessment is whera estimetas ere made of the risk
associeted with glvan alternetives and risk menegament as the
actions teken to reduce risk. Risk anelysis is considered the
comblnation of risk essassment end risk mengement. It is tha
lettar definitions which are most diractly epplicabie to the
acquisition process. As was shown praviously, thay usa
uncertainty to dascriba target, technical, Internel program end
procass effects. Thay also use a natwork simulation to devaiop
Individuel and jolnt risk profiles es tha systam progresses ovar
tima. ‘
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Herrison (17) defines risk, certeinty,
follows:

end uncertainty as

risk - @ common stete or condition in decision-meking
characterized by the possession of incomplete information
related to e probebilistic outcome.

cettainty - an uncommon state of neture characterized by
the possession of perfect information related to e known
outcome.

uncertalnty - an uncommon stete of neture cheracterized
by the ebsence of any informetion related to e desired
outcome.

Harrison further contends thet ‘'genuine uncertainty is as common
es complete certainty’. The more common stete of nature is
incomplete or imperfect informetion, which meens thet the
expected outcome contains an element of risk for the decision
maker. There is no situation that deels with the future that can
be completely known when the acquisition process lests
anywhere from 2 to 12 yeers. How can a progrem maneger
possibly forecast events that fer in the future with any meaningful
degree of eccuracy?

Beverly (18), describes uncertainty in systems acquisition as
the leck of knowledge in development requiring state-of-the art
technology. Risk, on the other hend, is besed on historicel
phenomena for which probebilities cen be esteblished, end
certeinty or uncertainty deais with the existence of knowledge.
Uncerteinty Is greetest when knowledge is at its iowest ievel.
Uncertainty would describe the situetion where e new system
is being developed which Involved edvanced state of the art
technology. The iack of knowlege, In turn, Inevitebly leeds to
errors in estimating, in design and ultimetely in cost control.
This leeds to three klnds_ of uncertainty In weapons ecquisition:
design and technology uncertalnty, scheduling uncerteinty end
cost uncertainty. They point out thet there Is conflict emong
goais beceuse reduced design/ technology uncerteinty enhences
performance while cost minimizetion tends to adversely effect
both performence end schedule goels.

Mertin (19) deals with uncerteinty in terms of our Inebility to
pradict the future in the face of unknown varlables. His texonomy
of uncertainty conditions represents @ comprehensive treetment
of the subject. He includes fov besic categories of uncarteinty
as follows:
1. Eavironmental:
a) netural tactors
b) social & politicel effects
c) communication disperities
d) time which results In distortions
e) externel to the project or axoganous
f) Intarnel approaches or endogenous
2. Functional:
a) Income/businass risk
b) financiei/eernings risk
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c) tachnological uncertainty

d) production inadequacies
3. Informatfonal:

a) unknowns of which contractor' is aware

b) unknowns that cannot ba foreseen

¢) lack of knowledge

d) unknowns that cannot be anticipated
4. Technlc.al:

a) unce-ainty.- no known probability distribution
of events

' d) risk-outcomes canbe described by a prooability
distribution

c) cartainty - predictable outcome determined
d) subjective - probabilitias derived independent
of tha problem at hand

Martin describes a twenty year period in which measures to
reduce cost growth were not effective. He recommends the
use of antropy to measure tha lavel of information in a system
which is directly ralated to the uncertainty undar which decisions
hava to be mada. As entropy incraasas, so does uncertainty
and what is needed is a means to incraase information efficacy
rather than increase choices or randomness.

McNichols (20) presents a means for estimating tha distribution
of cost uncartainty where actual costs diffar significantly from
original cost astimatas. He contends that cost overrun is a
meaningiess concapt becausa all cost astimates raly heavily
on subjectlve judgments and ara subject to considerable
uncertainty. Ha considars four basic steps in the treatment of
uncertainty. Thase includa: ganeration of probabllity distributions
for individual cost alements; generation of a total cost by additive
distributions; combination of the probability density functions to
form a compound distribution; finally, the correlation or
dependance batwaen cost elemants is takan into account. Tha
problam of uacertainty then Is to determine a measura of the
dagrae of difficulty or likelihood of achieving cost goals.

Tha dascriptlons of risk and uncertainty presantad abova
lllustrate the variety of approachas that can by takan. The
ralevent question, however, Is how best can management daal
with the problem of uncertainty In the acquisition process.
Although it Is assumed commonly that any major overrun signifies
poor managemant, this pramise fallsto recognize that uncertainty
Is Inherant in acquisition and that managers operate under severe
time and resource constraints.

TECHNOLOGICAL UNCERTAINTY

Technological uncertainty refers to either the highly abstruse
demands at the very forefront of sclentific knowledge or the
major gap between an organization’s area of expertise and what
Is required to perform effectively.

In order to examine technologicaf advance, factors are needed
to determine the state-of- the-art. The ones shown In Table
4 provide a atarting polnt (8):
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TABLE 4. FACTORS THAT CAN BE USED TO DETERMINE

STATE-OF-THE-ART

1. Size - number of interrelated components, physical
voluma

2. Complexity - difficulty in meeting performance
raquirement

3. Experimental nature of technology - has it been
proven

4. Degree of newness - percent of components of proven
tachnology

5. Company's experience in the field - work on similar
programs

6. Interdapandancy of subsystems - number of linkages
7. Dagree of precision - quality requirements

8. Unique resources - testing, or tooling requirements
9

Dafinitiva specifications - clarity in meeting
requiremants

10. Dasign flexibility - tolerance level, substitutes available

11. Required theoretical analysis - need to suppont proposed
dasign

12. Degree difference from existing technology - lifa cycle of
technology

*13. Infra-structure supponrt required - dagree of dependency

on vendors

The factors shown in Table 4 include the newness as well as
the dasign requiramants for datermining the state-of-the-an.
Thus, stata-of-tha-art for a given organization can be construad
as the "ability”" to produce a given dasign, in addition to the
nawnass of the technoiogy involved.

Tachnological uncertainty also arises from fhe overlap or
"concurrance’ of davalopment and production. The perceived
necassity to Initiata tha pondarous and involved processes of
production befora thare is certainty as to tha stability of tha
product deslgn, placas programs at the mercy of changes which
occur in the dasign. Such dalays or changes are more likely
to occur as the degree of concurrancy Increasas.

Inragard fo technologlcal uncertainty, Duvivier (21) recommends
tha usa of tachnologlcal forecasting to assess tha risk In meeting
tha demand for Incraasingly advancad tachnology. Ha postulates
that advances are extrapolations of current knowledge and that
breakthroughs ara rare. Even whan breakthroughs do occur,
such as the laser, it takes 8 to t2 years to incorporate them
In new syslems. He shows examplas of engine welght, lift and
fual consumption all following smooth curves. Thus, the cost
and benefit of new technologies can ba basad on an extrapolation
of technology growtt. curves.

Because technological uncertainty Impacts projects with
advanced state-of-the-art, reduction In development time Is
possible through the malntainance of a strong research and
development posture. New technologies can be tested and
evaluated prior to Incorporation In major systems and thus
“avold” some of the uncertainty. Considering that new




tecnnology is limited to a small percent of components, advanced
or anticipatory development can contribute significantly to the
reduction of technological uncertainty, reduced need for
concurrency and, ultimately, reduced aisruption. Thus,
"*"demonstreted’ technical capability could supplement *fiy
before buy'' as an approach to the management of risk and
uncertainty in major acquisitions.

If the degree of state-of-the-art Is a driver of technological
uncertainty, then interrelatendness is a major multiplier on cost
of development- and production. Interrelatedness of design
relates a change in one component or subsystem to many others.
Interrelatedness can also atfect production and vendor activities,
since a chenge in production methods or delivery cycle in one
area or component may affect production of other components
or work in other areas. A product in an advanced area of
technology will be subject to higher levels of
interrelatedness.

INTERNAL CONTROL

Internal control defines the level or degree of unknowns that
are internal to the system rather than the external exigencies.
Factors related to internal uncertainty could be measured using
dimensions such as:

HIGH ™ ™ = = == == e o o - - - ——

ORGANIZATIONAL
SLACK

LIKELIHOOD
oF
DISRUPTION.

CUSTOMER

/ DEMAND

1. The organization's ability to respond to new or
unforeseen requirements.

2. The sleck or flexibility that has been built into the
orgenizetion.

3. Prior experience with the given technology.

Number of linkages of subsystem dependencies or
interaction with other projects.

5. Percent of the project’s subsystems being developed
that are at the state-of-the-art of the technclogy.

6. The amount of time compression or tightness of
schedules (concurrency).

Availability of, or access to, resourcea.

Maturity in the planning and control of operations,
including computer systems and organization
structure.

9. Amount of overlap of development, design, and
Implementation.

10. Number of contractors or organizations involved in
the project.
These factors contribute to manegement's ability to cope with
uncertainty. In turn, the delay, disruption, or slippage that can
be anticipated would be measured by the relatlonship of this
capacity to customer demand as shown In Figure 2 (8).

CAPACITY TO RESPOND

1S-83

EXPECTED
DISRUPTION

LOW
SERIAL OVERLAP
CUSTOMER DEMAND REPRESENTED
8Y DEGREE OF CONCURRENCY
FIGURE 2 IMPACT OF CONCURRENCY ON DISRUPTION
‘ AND RESPONSE CAPACITY
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Expecfed disrupfion is an exponentially increasing function which
is dependent on the organizafional response capacity, which
in turn depends on the level of concurrency. Thus, when the
level of concurrency approaches response capacity, fhe delay
Increases. This formuiation does not deai withuncertainty per-se,
but whether the organizafion is able to cope with problems as
fhey arise, or is able to crticipate probiems. In furn, the amount
of slack or flexibiiity In the organization defarmines the ability
forespond to uncertain requiraments. If management is operating
with milimum slack, then any disruption can cause a large
deiay. .

Another persiective on management practices is based on four
agencies sfudied by RAND (22) covering R&D management. An
examination of the findings reveals the considerable latifude
given program managers in daaiing with creative individuals
naeded In R&D programs. Given this kind of organizational
environment, the accuracy of estimates is highly questionable,
At bast, the estimate is a fargat that permits a level of effort
to be applied in attempting to achieve what are often elusive
objectives or ;equiremenls.

Perry (13), in a stndy of acguisition strategies, recommended
that acquisifion mar.agement use an incremental approach. This
support was basad an an znaiysis of 36 major DOD programs

‘which revealed that hiyh cost growth was caused by:

1. Willingnessto pay the price for having high fechnology
with compiessed schedules.

2.  Over-optimism regarding the cost of coping with iong
tarm fechnology.

3. Liftle evidence thet fhe programs had exfreme
urgency.

4. Littie improvement In cost based on:
a) contractual epproaches
b) complex management reforms
c) Improved estimating
d) early idenfiflcation end correction of cost
growth.

Desbile these four factors, a number of progreme hed eurprisingly
good oufcomas and were eble to predict cosf performance and
schedule. Using thelr findings, the authors suggested thet an
Incrementai sfrategy end control In the early pheses of
development would heve the most effect on avolding cost
growth,

The Incrementel strategy racommenaed the following steps:

1. Resolve uncertainty early in the program.

2 Avold concurrency' of
production.

development and

.
SR,

13

3. Separate performance from

maintainability.

reiiability and

4, Require periodic reassessment, redefinition, and
raadjustment regarding proposed changes.

5. Conducf frageoft sfudies to reeolve restructuring.

The benefits from an incremental approachto management wouid
lie in greater predictability based on prototype demonstration
and in uncovering difficuities early in program lite. It would also
encourage compefition and transfer of fechnology as the need
required.

DETERMINING A PATTERN OF
UNCERTAINTY

DISRUPTION AND

Tha ability to define causal reiations among variables in disruption
and uncertainty is a first steo in predicting cost overruns and
in detarmining which acfions a program manager should tgke
fo avoid cost growth. For example, Augustine (23) proposed
using additional pianning funds based on an assessinent of risk.
He contends fhat even the most capable program manager is
not abie to forecast all the problems fhat wiil be encountered
in a daveiopment orogram apenning anywhere up o fen years.
However, If is quite possible to forecast the *'probability’ that
additional funds will be required. He recommended the use of
TRACE (Total Risk Assessing Cost Estimate) as the basis for
justitying the additional funding.

Ona of the early attempts to deal with uncertainty was propo-ed
by Marshak, Giennon and Summers (24). They indicatzd that
where ""component'’ interrelatedness Is defined, one can predict
the effects that are iikely fo occur. Under condifions of
uncerfainfy, low slack heighfens interrelatecness and
substantially increases the risk of redesign, Furthermore, the
riek of redesign |s senaifive to the degree fhat design reaches
beyond past etate-of-the-art and where there are requirements
fo use existing components which cen sfrain the designer end
iead to subopfimization. Based on three conditlons describing
component interrelafedness, one Is In a position to predict
po'ential disruption. When there Is a high degree of close
coupling or interreletednese, the .likelihood of design change
is substantflial. Whare there is ioose coupling and engineering
slack, when components ere redesigned the deviation does not
influence the ofher components, end fhere |s less propensity
to redesign. It ie argued that the tightness of component
interreletedness cen be traded off egeinst uncertainty, and thus
achieve more effectlve control.

Another meesure of uncertainty Is syetem complexity, Teble
5 lllustretes the impect of complexity on meinteinebility and
availability. Complexity Is indicative of the uncertainty related
to pofential dieorder and resultanf cost overruns.




TABLE 5§ COMPLEXITY, MISSION CAPABILITY, AND
MAINTAINABILITY OF VARIOUS
WEAPON SYSTEMS.

(Source: Armed Fordes Journel Internetionel, Mey 1980)

Alr Force

A-10.
A-70
F-4E
F-15
F-111F
F-1110

Navy/Marine
Corps

A-4M
AV-BA
A-7TE
F-44
A-6E
F-14A

Degree
ot
Complexity

low
medium
medium
high
high
high

low
low
medium
medium
high
high

RISK MODELS

Meny epproeches utilize risk, rether then uncerteinty to predict
possible outcomes. Figure 3, on the other hand, shows the
relationship between risk and uncerteinty es releted to causelity.
Models of known phenomena Frovide e more certein basis for
prediction -then random events which are used for estimeting
probebilities. Uncerteinty, covers those areasthet areill-delined
or where thera is a lack of knowledge of elfects.

Figure 4 reletes stete-of-the-art to interdependency and level
of concurrency. The likelihood ol disruption is shown as a function
of verying levels of concurrency. The more complex the program,
end the higher the interdependencies, the greeter the likelihcod
of disruption. Thus, the likelihood of disruption increases with
increesing concurrency (25).

CURRENT APPROACHES TO ACQUISITION MODELING

A number of representative models applied to the acquisition
of mejor systems ere exemined here. The types of models will
be grouped into two mejor categories - probabilistic/ stochastic
models and general models. Within this framework severel
espects of eech of the models will be explored.

SP-1591

Meen Flight
Not Hours  Maintenence
mission between men-hours
cepable leilure per sortie
32.6 1.2 18.4
38.6 0.9 23.8
34.1 0.4 38.0
44.3 0.5 336
36.9 0.3 74.7
85.8 0.2 98.4
7.7 0.7 28.5
39.7 0.4 43.5
38.7 0.4 53.0
34.2 0.3 82.7
39.3 0.3 71.3
47.1 0.3 97.8
>
Q
4
w
2
@]
w
«c
.
(CERTAIN)
KNOWN

(UNCERTAIN)

RANDOM UNKNOWN

FIGURE 3. TAXONOMY OF CAUSALITY AND
UNCERTAINTY
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MODERATE CONCURRENCY
Pr(D)

LOW CONCURRENCY

SIMPLE

FEW
(LOW IMPACT)

MANY
{HIGH IMPACT)

. INTERDEPENDENCIES

IN COMPONENTS

FIGURE 4. RELATIONSHIP BETWEEN STATE-OF-THE-ART
AND CONCURRENCY

The extension of the two groups of models leeds to a proposed
epproach - the Ceusel- Integretive Model (CIM) - which ls
suggested as e meens to deel with factors those used by many
ot the current models.

Stochestic/Probebllistic Models

Within this cetegory, three models wlll be discussed. These
are - VERT; the Risk Analysis Model presented by Admiral
Freeman et the 1979 Symposium on Risk end Uncerteinty; end
TRACE.

VERT - Venture Evaluetion end Review Technigue

VERT was developed in 1973 and has been used almost
exclusively by U.S. Army progrem managers fo determine the
“best” balance emony the thres program oarameters: cost,
schedule, and performance. The model evnlved trom eerlier
methodological approaches such as GERT (Graphical Evaluation
and Review fechnique), CPM (Criticel Path Method), PERT
(Program Evaluation and Review Technigue), MATHNET
{(Mathematica! Network Analyzer), and RiSCA (Risk Information
System and Cost Analysis). The short comings of these earlier
models when compared with VERT was their failure to include
the performence varlables alorg with the cost and schedule
variables Inthe total risk-anatysis methodology. The VERT model
correc's this problam.

A Monte Carfo simulation process is licrated as many times
as the neec warrants In order to create alarge sample‘of possible

outcomes concerning: sleck fime, completion time, cost, end
performence. Frequency distributions, scetter diegrems, end
probabilities of exceeding given velues are elso genereted.

Finelly, pictoriel histogramsa are generated for desired events,
giving the progrem maneger an infegrated risk enelysis for e
perticuler polnt of Interest In the progrem. Menn (26) reported
in The Defense Menagement Journal thet **'some minor problems
heve arisen with VERT, but none ere considered mejor obstecles
fo its ettective use.” The reported problems certer about the
probabillity distributions. Most deta sets In VERT are trlangular
Indicating pessimistic, optimistic, and most likely values. This
tactor reduces the flexibility of the model and the accuracy of
the simuletions. Another problem, according to Mann, Is the
Inabiiity to obtain expert estimates of the time and cosl|
requirements. The experlence s tha, most of the values obtained
have been overly optimistic.

Riak Analyala Model

RADM Freeman's risk analysis model (2) allows varlous
alternatives or systems to be objectively compared through
aggregate risk analysls. The process begins with a segmentation
of the various program functions Into categories reflecting the
schedule, cost, and performance variables. Rlsk distributions,
represented by utility functions, are used to determine utility
values versus a change In one of the variables. For example,
the question of “how much additlonal risk I8 presented by a
change In performance variable A 7 Is anawered. The next
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atep consists of developing a Risk Matrix where the options
(or alternative systems) are presented versus the criteria for
choice. The summary risk or probability for aach
system/altarnative can then be compared on a quantitative
basis. The term risk lactor is presented in the form of an
equation:

Ry = 1-Pg (1-Cp

Where: Ry = Risk Factor
' Pg = Probatility of Success
.Cf = Consequencea of Failure
With: 0 <Pg <1
0 <G <1

If C, the consequence of failure, is interpreted to represent
a utility function, then the risk factor curve will be defined as
a utility function. The shape of this function will be in the form
of a negative Pareto curve. If the system criteria and associated
risks developed from the Risk Matrix earlier in the seduence
were plotted in rank-ordered fashion, it too would be
representative of a negetive Pareto function.

TRACE - Total Riek Asseaalng Coat Eatimates

TRACE, an approach designed to provide program managers
with a method of costing for risk, was developed by the Army
(27) in 1974. The methodology incorporates several levels of
estimates which are available to the user. These estimates
represent different levels of detai! and complexity. Tha simplast
approach for a TRACE eatimate requires only a baseling estimate
by the program manager and some estimate derived subjectively
of the total program risk.

Starting with the simplified approach, the model accepts inputs
including WBS elements, subelements, interaction among WBSs,
and unit probabilitles to derive more detailed risk estimates.
Three additional leveis of risk estimates capable of being
generated the are riak factor method, probabalistic event
analysls and probabalistic event modeling. The third and fourth
methods require highly skilled analysts to develop the data
inputs.

General Models

This category covers three types of models - regression models,
parametric cost estimation and dynamic modeling.

Regression models have contributed significantly to the
understanding of causality In the acqulsition process. For
example, Leech and Earthrowe (28) have shown that the ratio
of actual costs to estimated exgenditures can be predicted
based on a regresaion with actual size of the job. Using a
sample of 84 jobs, they developed a regression curve, where
r = 955 + .009X, and X = actual job size In man hours. As
they point out, In every case a commiiment was made to the
customer based on an Initlal design. However, where the job
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is large, requires considerable technical innovation and the
quantity ordered is small (no opportunity for learning) the design
and development costs contribute significantly to the final cost.
They recommend an investment portfolio approach to minimize
tha risk associated with design uncertainty.

Parametric Coat Eatimation

Parametric Cost Estimation is the primary costing methodology
fo} DOD weapon system acaquisition. This approach evolved from
research by the RAND Corporation in the late 1950's. The basic
idea was to make accurate estimates of weapon system costs
at the early stages of system design. This approach uses
performance variables such as soeed, weight, range, power,
etc. to predict costs because estimates of these parameters
are usually known early in the design phase.

The estimates are based on historical data of previous or similar
systems and utilize statistical relationships between cost and
the performance parameters of these past or similar systems,
These statistical relationships, called cost estimating
relationships (CER), take the form of an eaquation which uses
cost as a function of the performance variables and constant
coefficients. McNichols (20) describes the relatlons in simplified
format by:

C =100 =t(Xy Xp

where X; denotes, a performance parameter. The total cost would

then depend on each of the values of X using data from similar

systems. McNichols criteria for selection of the variables is
given by:

® The logical or theoretical relation of a variable to cost

(thus Implying that a real deépendence between cost

and the value of the particular variable or set of

variables exists, subject to some random disturbance
or uncertainty.)

® The statiatical significance of the variable's
contribution to the explanation of cost (thus implying
that relevant cost experience exists to test and
calibrate the postulated cost dependence - subject to
measurement uncertainty.)

® The dependence pattern of the contribution made by
a variable to the expiznation of cost (thus the analyst
must have sufficient confidence in the relatlonship that
he Is willing to extend it to estimate a new item - and
different analysts will have different degrees of
confidence).

There are several adavantages to the parametric cost estimation
approach. First, aince the method conaiats of a series of CER's
and requires aggregation, it is easily adapied to a computer.
QOutput and turnaround for new estimates can be obtained quickly
when compared with the detailed engineering approach. Second,
sensitlvity analysls |s eaaily pertormed using thls method. For
any change In a glven parameter, the corresponding change
In cost Is eaaily determined. Third, coat/beneflt analyses or
trade-offa are alt2 easy to perform. Fourth, each time a new
generation syatem is estimated, the historlcal data base already
developed can be updated and used.

g
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Dynamic Modeffng

Computer-based dynamic modeling was proposed by J.W.
Forrester in the 1950's as an approach to help solve problems
of complex, continous systems. A dynamio model is besed on
four factors that have improved understanding of complex
systems:

The theory of information-feedback systems.

A knowledge of decision-making processes.

The experimental approach to analysis of complex
systems.

® The digital computer as a means to simulate realistic
mathematical models.

Expansion of the concepts presented by Forrester into an
acquisition model could contribute to a better understanding of
the likelihood of cost overrun and disruptions, The main
advantage of dynamic simulation is that it forces managers to
clearly define their decision making. This approach leads to
greater insights into the acquisition process.

However, dynamic modeling is not without disadvantages. Among
these are:

® In simulation, all relevant variablea and phenomena
must be quantified. The reduction of al! descriptive
knowledge to quantitative measures is not always
valid.

® Dynamic simulation Is found to be most useful in

price-quantity problems, less useful in organizatioral

design, and least-useful in ili defined external

problems.

e Dynamic simulation is not easy to apply. Itis a complex
technique that needs considerable data and
knowledgeable people.

® There are problems in acceptance of the approach
because it is often considered a research tool.

T
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CauaalIntegratfve Model (CIM)

An extension of the dynamic modeling approach is described
as a Causal Integrative Model. The model shown in Figure 5
(25) describes the processaes, flows, variables, feedback loops,
delays, exogenous variables and key decisions as they are
related to the four basic variables in the acquisition process
shown in Figure 1. As noted earlier, acquisition models currently
being ‘used do not address all of these variables; thus, each
of there models lacks some degree of completeness.

Referring to Figure 5, the Causal-Integrative Model can be used,
for example, to determined how a change in economic uncertaisty
affects the level of environmental uncertainty which, in tum,
affects mission, scope, and funding. These changes pertrub
the system to effect changes in organizational slack,
technological uncertainty, and customerurgency. Thus, a change
in one variable can be shown to cause changes in the others
through the pervasive network of interaependencies. These
charges in a key variable impact the acquisition cycle in ways
that are not intuitively obvious without the aid of a dynamic model
to deal with the causal reiationships.

The direction in acqulsition management prompted by this
approach requires the following:

e development of a comprehensive computer-based
acquisition model,

® testing of the model with actual programs,
® validation of the modsel using current programs,

® Iimplementing the model for policy level decisions in
acquisition management.
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FIGURE 5. CAUSAL-INTEGRATIVE MODEL




CONCLUSION

The material presented hera has attempted to highlight research
related to tha DOD acquisition piocess. Hecause of the
pervasiveness of the subject, of necassity, not all relavent
research or applications could be included. Rather, what has
baen prasentad hera can be considered as indicative of the
current state-of-tha-art in acquisition managament and a baseline
approach for futuré developments.

For example, it was pointed out that uncertainty and disruption
cannot be eliminated, but rather can be controlled if thera ara
causal models that relate cost to advances in
state-of-the-art.
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The acquisition community has daveloped many programs that
incorporate approaches to manage risk and uncertainty. “hese
programs included procurement methods such as Design-
to-Cost, Total Package Procurement, VERT, and Life Cycle
Costs. Post-acquisition attempts to control risk and uncartainty
included PERT and .ts derivatives, CPM, C/SCSC, and CSSR.
In a study of 47 major programs reported in Selected Acquisition
Reports (SARs) dated 30 Juna 1981, Brabson (29) indicates
that current estimates for these programs are 2 18% of the original
estimatas. These levels of cost growth indicate that the problem
of risk and uncertainty is stillimpacting the acquisition community
ragardless of the efforts employad.
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MARIETTA, GEORGIA 30163

. Gompery
ABSTRACT

This| paper describes the evolution of the
Risk and Decision Analysis Project at Lockheed-
Georgla A which develops new methods, automates
existing methods, and performs analyses in
support of program definition and conceptual
design of W_.air__vehicles. The analytical
methods” that we have “found most useful are
identified. Application such as technology
assessment and program risk analysis are dis-
cussed. Observations are given on the practice
of decision analysis in an engineering environ-
ment.

f\ INTRODUCTION

Interest in decision analysis at Lockheed-
Georgia began as a result of a U. S. Air Force
(USAF) competition. On 15 October 1980 Lock-
heed-Georgia, along with Boeing and McDonnell-
Douglas, received a Request for Proposal (RFP)
from the Air Force (Reference 1) to develop and
build a transport aircraft known as the C-X
{Cargo Experimental). The C-X was specified to
be a dual-purpose airlifter, having both inter-
continental range and short field landing and
takeoff capabilities. Responses were due on 15
January 1981.

One of the proposal volumes specified by the
RFP was entitled simply "Risk." Lockheed-
Georgia's Engineering Systems Analysis Division
(Figure 1) was assigned to select a study
approach, collect information, conduct a risk
analysis, and write a: 40 page volume. Unlike
most proposal volumes which deseribe what the
contractor will do if he is selected, the Risk
volume was specified to be a report of the
results of a thorough, systematic analysis.
One of the authors of this paper was assigned
as senior author of the Risk volume.

Near the end of the competition, it was
recommended to management that when the
proposal team disbanded and Systems Analysis
reverted to requirements analysis and methods
development, an R&D project be established to
continuve the development of methods for risk
and decision analysis. Our recommendation was
followed and the Risk and Decision Analysis
Methodology project was established with
funding for one-half man-year of methods work.
The rest of our funding was to come from the
projects we prported. This division of effort
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between methods and applications continues
today in an environment which we now briefly
describe.

Engineering Systems Analysis Division 1is
one of two divisions controlled by the Chief
Advanced Design Engineer, the other being
Advanced Design Division. Systems Analysis is
responsible for requirements definition and for
performance of cost and effectiveness evalua-
tions of proposed designs. Advanced Design is
responsible for conceptual and preliminary
design studies, for both new and derivative
aircraft. These two divisions are managed by a
matrix arrangement: Each working level engi-
neer is assigned to an R&D activity (e.g., cost
methods) and participates in one or more inter-
disciplinary projects as needs arise.

PROJECT OBJECTIVES

The long-range objectives of the Risk and
Decision Analysis Methodology project are
to develop a comprehensive framework of
decision science methods, and implement these
methods st Lockheed-Georgia to assist planners
and decisionmakers. Annual objectives are set
to enable these two objectives to be attained.
These short-rangsz ovbjectives specify products
(software or study reports) to be produced by
year's end. Careful assessment is made to
assure adequate manpower is held in reserve for
applications assignments, both planned and
unplanned. .

The term "decision science" is used here to
mean both a problem-solving philosophy and a
collection of methods. The philosophy is to
use the objectives and goals of the manager in
structuring the decision situation, to allow as
input to the model the judgment of the manager
and his staff, and to give explicit considera-
tion to the problem environment (timing,
organitzational factors, uncertainty, and con-
straints). By decision science methods, we
mean a collection of techniques which include,

but are not limited to:
1. decision analysis

a. decision trees

B multiattribute utility theory

o. probability encoding

d. multiple criteria decision models
e. decision making under competition
f. policy testing via System Dynamics
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Figure 1. Immediate Project Erivironment

a. Morte Carlo simulation
i{so-risk contours

d{agram methods for potential prob-

lem identification

statistical analysis

4. network analysis

universities and government-sponsored labora-
The process represented is the well-
circuit®

tories.

known "applied
theoretical developments eventually find their

way into applications.

research

BASIC TOOLS AND EXAMPLE APPLICATIONS

There are certain decision analytic methods
which we have used repeatedly over the last 3

Not surprisingly, they are not the more
advanced methods available.
and modifications/
them, provide a well-rounded decision analysis

years.

However, these

combinations

capability for an engineering environment.

The methods are:

a. PERT/CMM methods,
b. CPM Crashing
c¢.  VERT
d. GERT
The first three of these are the methodology Us

focus of the 1983 project, as shown Iin Figure

2. Next year, a new R&D project devoted to 2.
network methods 1s planned.

ad {llustrates

Figure 2 also
3 hqw methodology development
s applications feed each other.

e methods, the project analysts utilize the open .

and 3.

To develop our

literature and interact with .theoreticians at
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v
"

e
3"

25

Probability Encoding

Monte Carlo Simulation

Critical Path Method

Multlattrlbute Utility Analysis

whereby
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Figure 2. Applied Reseorch Approach Employed by !'roject

Probability Encoding

Because most variables in engineering
studies are continuous rather than discrete,
the decision analyst must have a method for
encoding subjective probability distributions
for such variables. By subjective probability,
we mean the "Bayesian approach™ which inter-
prets a distribution as one's degree of belief
about the outcome of future events.

We use a four-part questionnaire (Figure 3)
to convert responses from » specialist (techni-
cal or management) into a beta distribution.
In the example shown, we have asked a relia-
bility engineer to estimate "Effective Mission
Capable (EMC) Rate" for an aircraft conceptual
design. In giving us his estimate, he takes
into account all reliability analyses conducted
on the design, together with his experience on
previous aircraft development programs. In
effect, the engineer sérves as the data base
upon which the estimate of probability is
based--he int&rprets the uncertainty much in
the same way as the sample mean and variance

calculated in freguency-based statisties.
Caution must be applied in extracting a sub-
Jective probability distribution: assumptions
upon which the distribution is conditioned must
be specified; the blas in using a single engi-
neer to provide the estimate must be addressed
(perhaps through the use of a Delphi approach).
In Figure 4, four beta distributions are
displayed. Each distribution was obtained from
the project engineer responsible for the varia-
ble shown, The specific values for end-points
and mode were removed for proprietary reasons.
The {nformation displayed is valuable in {t-
self, but the real payoff is in using these
data to calculate uncertainty in aireraft range
with a given mission payload. The next sub-
section explains how this is accomplished.

Honte Cerlo Simulation

We use Monte Carlo simulation to generate a
sample distribution on an output variable whose
distribution is mot known by using a functional
relationship between this output variable and
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input variables with subjectively estimated
distributions. The process, also known as
"quantitative uncertainty analysis," {s shown
in Figure 5. 1In. some cases, we calibrate the
function with the results of prior, determinis-
tic analyses by means of either an additive or
a multiplicative constant. For instance, with
the aircraft range example, we substituted the
nominal values of the input variables into the
Breguet range equation and solved for a multi-
plicative calibration constant that would yield
the nominal value for range. Once the function
is calibrated, Monte Carlo simulation quickly
develops a °sample distribution for the output
variable, A sample mean and variance may be
calculated, and a theoretical distribution may
be fitted. Figure 6 shows the results from the
aircraft range example. The probabilities
shown are the kind of information management
needs. Note that no one individual on the
project could have answered the question,
"What's the uncertainty in this aircraft's
range?"” The value of the distribution on range
is highlighted when comparisons among aircraft
have to be made.

Quantitative uncertainty analysis need not
be restricted to a single equation, such as in
the range example. Often, an entire model

(systems of equations) has been 1linked as a
subprogram to the main Monte Carlo simulation
program. An example would be linking with the
USAF Cost Oriented Resources Estimating (CORE)
model to quantify uncertainty in airlifter
fleet 0 & S cost. Furthermore, at Lackheed-
Georgia uncertainty analysis processes are
being performed sequentially to conduet what
may be termed "large-scale uncertainty analy-
sis." To 1illustrate, consider Figure 7 which
depicts the data flow for the Airlift Fleet
Cost-Effectiveness (Uncertainty Estimator
(AFCUE) model (Reference 2).

In AFCUE, uncertainty analysis is repeatedly
used to convert distributions on independent
variables into distributions on dependent
variables. The objective is to convert un-
certainty in key tachnical aircraft variables
into uncertainty in fleet 1life cycle cost. By
performing this process on aircraft with dif-
ferent technology mixes, the effects of tech-
nological uncertainty on typical m"point-valuen
estimates in conceptual design may be judged.
Advanced technologies, while offering signifi-
cant gerformance benefits, alsoe introduce risk
into all estimates of performance, effective-
ness, and cost. AFCUE quantifies this risk, in
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Figure 5. Flow Diagram for Quantitative Uncertainty Anolysis
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effect layering an uncertainty study over the
standard conceptual design process. This seems
reasonable, since the configuration/technology
combinations for which cost-effectiveness
estimates are typically generated are 10-15
years from production.

Multiattribute Utilitv Analysis

Multiattribute value and utility methods are
receiving increasing recogniticn and applica-
tion in industry. At Lockheed-Georgia, multi-
attribute methods have been used to assist in
both program-level and design decisions. As
part of the program risk analysis activity for
the C-X proposal, we built an additive multi-
attribute utility model (Figure £) to represent
our customer's value system. This model was
used to demonstrate how Lockheed's approach to
C-X risk areas minimized program risk (maxi-
mized expected utility).

Two design decision studies have used multi-
attribute value models. The first was a model
of the C-X Source Selection Criteria, used to
screen potential cargo-box dimension combina-
tions. The second model constructed lends
structure to the numerous effectiveness
criteria for a tactical airlifter. This is
particularly significant since tactical air-
lift, with its multiplicity of missions, has

historically resisted quantification of effec-
tiveness and worth.

To use multiattribute methods to Solve a

management problem, the decision analyst needs
five things:

1. A hierarchy of on ives and atiri-
butes.

2. Characteristics of each alternative in
each of the attributes.

3. Utility or value functions, one for each
attribute.

4, A weighting scheme for the hierarchy

5. A math model which accepts the informa-
tion in 1, 2, 3, and 4 and outputs util-
ity scores for each alternative.

The analyst must devote significant time to
the first four activities which by their nature
require repeated iteration and significant
personal interaction. For this reason, the
availability of an automated model (item 5)
becomes significant. The analyst needs to be
able to (1) input the multiattribute model and
the characteristics of the alternatives in the
attributes, and (2) have value, utility, or

C-X
Program
| 1
Technical
pehodsie Performance
| 1
| i 1 1 1 1 1 | 1
" First First
Flight Deiivery 28
—
Life Cycle Operational
Cost Perlarmance
1 ]
l,__'.l | 1 1 | 1 1 | 1
I |
|
Logistics
|
| 1 1 | L__-iJ | L 1
. Figure 8. Typical Program Multiattribute Model
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expected utility scores calculated and summed
rapidly. A FORTRAN program developed under R&D
by the project during 1981 (Reference 3) ful-
fills these two needs as well as permitting
rapid plotting of utility and probability
A flow diagram is shown in Figure 9.
The preliminary work of defining criteria
and alternatives, as described in Reference 4,
is critical to the success of a multiattribute
decision analysis. These activities should

ourves .’

_receive the major{ty of the study time, with

numerical manipulation on the computer being
the final step leading to recommendation.

Critical Path Method

The use of CPM networks in conjunction with
project planning is well-known. Our experience
in Advanced Design indicates that the diffiec-
ulty in pinpointing start and end data:s for
technology development projects means that the
most useful data a decision scientist can pro-
vide are: (1) how much can a development
schedule be accelerated (feasibility), (2)
which activities should be accelerated ( and in
what order), and (3) what will each increment
cost, In the literature this is known as "time/
cost crashing" and the computer code we use to
estimate the acceleration is aptly named CPM/

CRASH. A flow diagram for CPM/CRASH is shown
in Figure 10.

INPUT ———————t

MATH DESCRIPTION

MODEL
DEFINITION

* MEASURES

UTILITY
CURVE
DESCRIPTION

ATTRIBUTE
=100, M

CONVERT TQ  ——— CALCULATE

Besides its basic usefulness,
is interesting for two reasons. First, the
program uses the algorithm described in
Reference 5, "A Flow-Preserving Algorithm for
the Time/Cost Trade-off Problem"™ and hence
represents a direct transfer from academic
research to industrial applications. Second,
consider how CPM/CRASH works.  Inputs to the
model ar€ (1) a.network description of enabling
activities, and (2) a linear time/ cost trade-
off curve for each activity. CPM/CRASH system-
atically accelerates the development project,
"crashing™ the activity on the current critical
path which gives the maximum time reduction per
dollar until no further acceleration is possi-
ble. Zeleny (Reference 6, pp 55-58) points out
that the project time/cost trade-off curve is
an "efficient boundary"” in the terminology of
multiple criteria decisionmaking.

After obtaining a time/cost curve for the
development project, the decision analyst must
quantify the uncertainty in the predicted
acceleration. A confidence band about the
trade-off curve is needed. We obtain such a
band by developing a probability distribution
on project completion time at each of several
costs ranging from normal to maximur accelera-
tion. We use network simulation rather than
the PERT formulas because of their well-known
underestimation of both mean and variance in

this program
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PROJECT STATUS AND DIRECTIONS

In this section, We surmarize where we stand
in three areas: (1) development of a unified
framework for risk analysis studies of DoD
procurement programs; (2) methods development
beyond the basic tools in the preceding sec-
tion; and (3) applications to problems in areas
outside our current environment.

Program Risk Analysis Approach

Based on two years of methods development,
our current approach to the types of risk
studies required on new DoD business is shown
in Figure 12. Our philosophy is that risk
emanates from the technical definition of the
system, manifesting itself in the probability
that technology. mission, cost, or schedule
goals will not be met. The first two models
shown, QUALM and CPM/CRASH, are being used to
conduct the technology assessment task of the
study contract "Technology Alternatives for
Airlift Dsployment," sponsored by USAF Flight
Dynamics Laboratory. QUALM is the Lockheed-

Georgla software for implementing the quanti-
tative uncertainty analysis process depicted
earlier in Figure 5. The third model, called
CPM/RISK, is'an R&D task for the project in
1983. This model will take information on
potential technical problems, provided by the
specialties, and simulate the impact of these
problems on a program activity network with
both cost and schedule estimates on each arec.
Model output will be probability distributions
on project time and cost, as well as statistics
for each activity (e.g., probability that an
activity will be on the project critical path).
CPM/RISK is a Lockheed-Georgia modification of
a methodology conceived of by Kraemer at
Boeing-Vertol (Reference T).

Advanced Tools

We are developing more advanced tools than
those discussed earlier. The reader can find
adequate references in the open literature for
the methods 1listed below. Each of these we
consider necessary to make the step from ade-
quate to outstanding methodology readiness.
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Methods Currently Ready

o Goal Programming
o Decision Trées
o Statistical Package

o Venture Evaluation and Review Technique
(VERT)

o Impact Diagram Method

o Iso-Risk Contour Method

Methods In Development or Ordered

o CPM/RISK Simulation Model

o Graphical Evaluation and Review Technique
(GERT)

o Linear Multiobjective Programming

o DYNAMO
Extended Project Environment

As described earlier, through 1982 the pro-~
Ject applications had been exclusively to

activities within Lockheed-Georgia's Engineer-
ing Branch. Through a series of briefings in

LOCKHEED-GEORGIA COMPALY

early 1983, we have reached out to other
branches of the company, to other divisions of
the corporation, and to potential DoD custo-~
mers. The project environment has therefore
been extended as shown in Figure 13, resulting
in a respectable demand for our services. For
example, we are currently engaged in studies
for two directorates which repcrt directly to
the president -- Strategic Planning and
Advanced Programs. We also are negotiating a
government-funded study contract for 1983-84.
These requests for our services simply reflect
the fact that managers in technologically-~
oriented work have problems for which the
decision analyst can offer structuring and
quantitative insight.

While methods development will continue in
1984, we see our division of effort shifting
from half-time methods development and half-
time applications to 65-70% applications. In
our view, we have tremendous advantages over an
outside consultant when working on Lockheed-
Georgia problems, even outside of our immediate
environment — we are trusted with proprietary
data, we are aware of problem subtleties and
personalities, and we know the organization
chain, both formal and informal. In summary,
we are becoming the "in-house decision analysis
staff" at Lockheed-Georgia, a development which
Ulvila and Brown forecast for all large corpo-
rations in their recent paper "Decision
Analysis Comes of Age," Reference §.
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Figure 13. Extended Project Environment
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CONCLUSIONS

The need for quantitative risk assessment on
DoD technology studies and procurement programs
has been recognized since the 1late 60s.
Methodology evolved during the 70s to meet this
need, and is now readily available. Methods
exist to assess uncertainty in developing
technologies — uncertainties in time and cost
to reach maturity, and uncertainties in opera-
tional benefit at maturity. Once technologies
advance to a point were they may be proposed on
a new aircraft programs, methods exist to help
identify and quantify program risk.

An analyst equipped with methods as describ-
ed in this paper can contribute to the system/
program definition and analysis. This contri-
bution, of course, i3 dependent on management
acceptance and engineering specialty support.
Management wants risk studies performed because
they are acutely aware of uncertainties, and
because their counterparts in the government
require risk be identified and measured.
Engineers.will cooperate with the risk analyst
once they have seen that their specialty/judg-
ment will not be misrepresented. The risk
analyst has become an accepted member of con-
ceptual design teams at Lockheed-Georgia, much
as the cost analyst did 10-15 years earlier.

Risk analysis methods are treated as a
technology at Lockheed-Georgia. IR&D funding
permits analysts to improve =xisting methods,
to perform research, and to create new methods
and the accompanying computer codes. This
funding has permitted us to build an adequate
framework for risk analysis of defense systems
and programs in less than three years. We have
expanded into related decision sciences of
network, analysis, statistical analysis, and
decision analysis. While continuing to provide
risk studies in engineering as our primary
duty, we are now working on a broader variety
of problems throughout the company.
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ABSTRACT

This paper presents an overview
of Maval Sea Systems Commanod's
(NAVSEA) experiences and current
use of guantitative schedule risk
analysis for major acquisition,
ship overhaul and modernization
programs. On February 7, 1983,
Mr. Sawyer, then ASXN(S&L)
requested that a quantitative
analysis be provideo of the risk
to ship delivery dates caused by
the first introduction of a
selected new system. NAVSEA,
working with NAVMAT, surveyed the
available schemes and current
quantitative schedule risk
analysis used by NAVSEA program

managers to determine if a

standard quantitative risk
analysis schemne should be used
for all Mavy programs. As a
result, a number of risk analysis
predictive systems were looked
at, among them PROMAP, TRACE, and
SMS. PROMAP experiences and
lessons learneo in project risk
managenent will be presented in a
separate paper by Mr. A. Feiler
during this workshop. TRACE will
be addressed by Mr. Grover, Nr.
Alfieri and Mr. Cockerham during
this workshop. This paper will
6escribe very briefly the
computer-based Schedule
Managenent System (SMS) currently
used by several program managers
within NAVSEA for risk assessment
as a management tool.

PURPOSE

‘ The purpose of this paper is to

provide to other services and to
other cepartments within the Navy
a report on current and planned
use of cguantitative risk
assessment by NAVSEA as a
management decision and reporting
tool for major acquisition
programs. Specifically,
quantitative risk assessment/
nanaqenent as it relates to the
acquisition schedule is adcressed.
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BACKGROUND

The Carlucci initiative
(Peference 1) stated that review
of 47 major acquisition programs
indicated that there was a total
cverrun of 129% in final cost as
compared to the milestone II
estimates. Additionally, this
report icentified 15% ot these
overruns as being attributable to
schedule change. It further
reported that of the 45 programs
with schedule change, 41 hac
increased costs., This is a
significant prokblem considering
the magnitude of these programs,
The important question addressed
here is what could have been done
to forewarn the manager of these
developing problems. In
countering the possibility of
cost overruns in major ship
acquisition programs CHNAVMNAT
recognized that managers must
take into consideration risk anc
uncertainty in their decision
making processes, As a tesult,
on December 13, 1982 the HNHC
revisec¢ the requirements for
implementation of the MNMC
Selectec¢ Acquisitions Tracking
System (NSATS) to reinforce the
requirements for program managers
to take risk factors into account
within the SYSCOMS (Reference 2).
In response HNAVSEA published
instructions updating NAVSEA
Policy and Procedures of the
revised MNSATS (Reference 3).
Under this instruction it is the
policy cf the Commander, HNaval
Sea Systems Command, that
acquisition programs will be
appraicsed, the results of which
will provide consistent, timely
assessments to ensure the
programs are technically.
financially, administratively,
and logistically sound. These
asgessments are to provide a high
degree of confidence that the
programs are, in fact, sound and
executable &anc reflect the
position of COHMNAVSEA and the
Chief of Naval ﬂaterial
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(CBNAVMAT). . This policy has been
implemented at four levels within
NAVSEA, The four levels are:

1. COMNAVSEA Appraisal. .
COMNAVSEA will appraise those
acquisition programs recom-
mended by the Acquisition
Review, Board (ARB), as well
as others of his choosing,

2. NAVSEA_ARB Appraisal. The
ARB shall serve as _the prin-
cipal forum for review of
acquisition category (ACAT)
programs which are being
presented to the Office of
the Secretary of Defense
(ACAT 1), Secretary of the
Navy (ACAT 11S), Chief of
Naval Operations (ACAT 1IC),
the OPNAV Sponsor (ACAT III)
and those being presented for
NAVSEA approval (ACAT 1V).
The ARB shall also serve as
the principal forum for
program status appraisal of
designated programs.

Directorate Appraisal.
Acquisition programs which
are listed in the NAVSEA
Acquisition Program Index but
are not appraised by the ARB
will be appraised annually
within the Directorate at a
level senior to the Program
Manager.

Program Manager Appraisal.
BEach NAVSEA acquisition
program listed in the NAVSEA
Acquisition Program Index
will undergo Program Manager
appraisal gquarterly. The
appraisal will be reflected
in the quarterly Naval
Material Command NSATS sub-
mission.

NSATS REPORTING REQUIREMENTS

Figu
man
Alth

re 1 depicts the NSAT program
ager reporting format.
ough selected programs within

NAVSEA utilize guantitative risk
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analysis to meet progranm
objectives, there is no uniform
policy or quidance that requires
the implementation of a standard
quantitative risk assessment
program/system.

QUALITATIVE AND OUANTITATIVE
CONSIDERATIONS

Figure 1 represents some sample
formats extracted from the NSAT
system which are to be used by
NAVMAT Acquisition Managers for
the purposes of reporting their
status during specific phases of
an acquisition. Basically, for
overall appraisal, NSATS utilizes
a three point estimate - green,
yellew and red. Green indicates
the program element is
essentially on plan, yellow
indicates there is potential for
significant deviation from plan,
and red indicates there has been
a significant deviation from the
plan. These measures are
subjective in nature with no
specific threshholds established
to define what is significant and
what is not. It should be noted
that the NSATS requirements do
not provide a tool or method to
assess and/or control risk.
JSATS is a reporting format.

Essentially, these reporting
requirements of program status
are qualitative unless the
manager has at his disposal the
tools which allow him to quantify
his program status in terms of
technical, schedule, and cost
factors. Only through use of
such tools is the manager able to
accurately measure progress
against the plan. A quantifiable
methodology permits a clear and
measured definition of what is
and what is not significant.

The program manager in order to
quantify actual program status
does not generally require
additional information. The
astute manager already has the
preponderant planning and
execution information at his
disposal. Each program manager
has his own plan for meeting
program objectives., The plan
normally entails what has to be
done (activities), how 1long it
takes to do a particular activity
(the duration), how much it
costs, the sequence of events,
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the logic associated with
activities in the program, and
the start and end dates, The
program manager given this basic
data has a strong, firm founda-
tior upon which to add, at a
reasonable cost to him in time
and money, the ability to conduct
quantitative risk management on
his proyram.

Uncertainty is a key factor to be
considered in the application of
risk management. There are two
types of uncertainty: first, the
type most people call "unknown-
unknowns® or "unk-unks®. These
are unpredictable variances. An
example of an "unk-unk" would be
damaging a component thus
requiring it to be returned to
the factory for rebuild. There
are no systems which predict
"uni-unks® but there are a number
of variable factors that are in
fact statistically predictable.
For example, within an
organization standard operating
procedures state it will take 120
days from proposal receipt until
a contract is awarded. From a
procedural point of view and from
a documentation. point of view
that's all well and good;
however, a review of the records
in their contracting office may
show it actually has taken from
90 to 165 days with an expected
duration of 120 days. The use of
the 120 day figqure alone would
induce error where an estimate of
90 to 165 days with an average cf
120 days is statistically more
valid.

Secondly, within an overall
program there is predictable
uncertainty in varying degrees
related to each individual
activity. In order to manage the
predictable uncertainty and risk
in a program, it is necessary to
determine those activities whose
uncertainty must be controlled
and those which do not need to be
controlled. The list of activi-
ties that must be controlled
changes as progress is made in a
pregram, The attributes of a
system capable of handling
uncer%ainty and risk are several.
First, such a system must have a
deterministic base to allow a
program manager to load his
program plan. Secondly, it must
have the ability to handle
stochastic or probabilistic
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elements of unicertainty in each
activity. Thirdly, it must
facilitate updating on a
continuing basis during the
evolution of the program in order
that progress can be recorded
against the original plan. 1In
quantifying progress vs. plan the
most important aspect is that the
assessment be objective and
reflect true progress. An
example of the .absence of true
status assessment, or objective

assessment, is assuming that 50%
of an activity is complete when
508 of the manhours originally
planned for the activity have
been expended, In perpetuating
this error many industrial
activities report only the begin-
ning of an activity and the
completion of an activity in a
truly objective way and any
intermediate progress is a
function of the expenditure of
manhours against the plan. The
reason the objective assessment
of current status of a program is
so critically important is that
reported
completion (having missed a mile~-
stone) one has in fact missed the
opportunity to take early
corrective action. The fourth
attribute required is the ability
to make predictive projections in
a way that permits one to
determine whether or not they are
still capable of meeting schedule
and what degqree of risk is
associated with achieving it.
The final attribute is the
ability to play "what if" games
thus permitting the manager to
handle the effects of something
happening that is not in the
plan, e.q., the unexpected.
These capabilities must be part
of a system that is capable of
modelling the program as the
program manager perceives it.
The manager must be able to
tailor the system to his specific
program, not vice-versa.

IHE ORIGIN OF QUANTITATIVE RISK
MANAGRMENT IN NAVSEA

The Critical Path Method (CPM)
and Program Evaluation and Review
Technique (PERT) were developed
in the 1950's., The strong point
of CPM was incorporation of.
networking, PERT additionally
accounted for estimating bias.
Both required the development of
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a careful plan from beginning to
end. Prior to PERT/CPM, managers
had mainly used bar or GANTT type
charts. The ability to conduct
simulations had been available
since the 1880's and with the
advent of structured networking
and improved computer capabili-
ties probabilistic network
simulation became a reality.

The Naval Sea Systems Command
became involved in risk
management with respect to ship-
building in the 1960's., NAVSEA
initiated development of a system
that permitted probabilistic risk
analysis of ship acquisition
projects. The product became
known as PROMAP and was delivered
to the Naval Sea Systems Command
in the early 1970's. As a result
of numerous applications to
ongoing ship programs and lessons
learned, there followed the
development of the Schedule
Management System (SMS). SMS has
significant capabilities beyond
those of early PROMAP. These
improvements include a capability
to compare probabilistic
projection to plan in such a
manner as to tell the program
manager if his project is on
schedule; and if not, what
management action he can take to
get it back on schedule.

DETERMINISTIC AND PROBABILISTIC
METHODS

There are three principle factors
that comprise the difference
between deterministic and
probabilistic analysis. These
factors are: 1) estimating bias,
the difference between the
estimate given by planners and
estimators, and the value
expected to be realized after the
activity has been completed; 2)
nodal bias, the phenomenon that
occurs at each node in a network
where the completion distribu-
tions of the predecessor
activities overlap; and 3) criti-
cality, the probability that any
particular activity will be on
the path that ultimately drives
the network. These three factors
coupled with network logic
generate three sets of results
from the analysis of a network.
These results are: 1) the
schedule or planned dates for the
network; 2) the deterministic




projections resulting from having
simulated the network determinis-
tically; and, 3) the probabilis-
tic projections resulting from
having simulated the network
probabilistically. Figure 2
shows that these three results
can occur in three possible
configurations on the time 1line.
The first confiquration, on the
left of Figure 2, is that in
which both the deterministic and
probabilistic results indicate
that the network will complete
prior to the schedule date. This
particular condition has little
risk of not completing on
schedule, and the program is
considered to be in condition
green. This is consistent with
the NSATS condition green which
is defined as being "essentially
on plan®., The second configura-
tion of these three projections
is shown in the middle of Figure
2, In this configuration the
deterministic projection
indicates that the schedule can
be met, while the probabilistic
projection shows that completion
is expected to exceed schedule.
This is defined as condition
yellow and is considered to have
acceptable risk. ~-This 1is
consistent with the NSATS yellow
condition which is defined as

having a "potential significant
deviation from plan" - that is,
the deterministic results show
that in fact the program can meet
its® schedule but the probabilis-
tic results indicate there is
potential for exceeding the
program schedule., The third
configuration, on the right of
Fiqure 2, is that in which both
the deterministic anu probabilis-
tic projections predict that
completion will exceed schedule.
This is defined as condition red
and is considered to have
unacceptable risk. This defini-
tion is also consistent with the
NSATS definition of red which is
defined as being a "significant
deviation from plan®. In this
third case, even if the program
were to follow the originally
planned sequence and durations it
will complete on the determinis-
tic projection, and will have
experienced a significant
deviation from the original plan
which is reflected in the
schedule dates.

RISK MANAGEMENT

A manager must understand which
condition of risk his program is
in. Reference to Figure 3 shows

GREEN YELLOW RED
D P S D S P S D P
NO ACCEPTABLE UNACCEPTABLE
RISK RISK RISK
D-DETERMINISTIC
P-PROBABILISTIC
S-SCHEDULE
: FIGURE 2 THREE CONDITIONS OF RISK
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the three program conditions of watch list is simply a tabulation

risk at the top. In condition of the minimum number of
green the system output is a activities, beginning with those
critical path network and tabular currently underway, that must be
listing of each activity's start held to their deterministic dates
and complete dates. The in order to ensure that there is
management action at this point gufficient slack in the remaining
is simply to monitor the program portions of the program to accom-
because as long as it continues modate the uncertainty without
to follow plan (meet determinis- being late. This is essentially
tic dates), even with the a list of the activities that
uncertainty aspects taken into must be held to their dates. The
‘account, the schedule will be list is then subdivided into time
met., Optionally, as a management periods zna functional areas so
action, the program manager might that each subordinate is given a
consider a reschedule of the short list of specific items to
program due to the slack, which be controlled during the next
the workforce has a tendency to reporting period. The advantage
expand to fill. of this approach is to conserve
management resouices by directing
In the second condition, attention only to those
condition yellow, the system activities with potential to
output is more extensive. A cause deviation from plan.
critical path network is
generated which depicts those In the third condition, condition
activities which have some red, the system output is in the
pProbability of impacting on the form pf a man-machine interface
schedule. 2dditionally, a watch permitting workaround plan
list is provided. The management development and evaluation

action required in this conditjion through user interaction with thsa

4 is to insure that the program simulaticn model. This is
o does not track along the necessary to accommodate the
' probabilistic predictions, since management action necessary to
they inevitably lead to late < intervene in the network and take
completion. This is done by a overt action to bring the program
' means of. the watch list. The back under control. In the
lﬁ.“’
7T ANALYSIS e REDUCTION e CONTROL
% CONDITION|  GREEN YELLOW RED
-
- CRITICAL CRITICAL
SYSTEM BATH . WORK
OUTPUT NETWORK NETWORK AROUND
& DEVELOPMENT
VATCH
LIST
MONITOR
MANAGEMENT ONIFo CONTROL INTERVENTION
OR
ACTION RESCHEDULE (REOUIREC)
%."f{'i (OPTIONAL)
* FIGURE 3
Caey [ 2
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process of condition red gaming,
the system generates a list of
those activities that impact on
the network in an adverse way,
the manager or analyst selects a
potential corrective action and
applies it to that 1list of
activities, tests that action
interactively with a simulation
and determines the impact of his
action. The system red moduie
then determines if sufficient
action has been taken to bring
the network back into a yellow
condition. If so, this is
considered an alternative; if
not, additional {impacting
activities are listed and other
alternative actions are identi-
fied, an action is selected and
tested, and the process is
repeated until sufficient correc-
tive action is taken to bring the
program back into condition
yellow. When this is done it's
identified as an alternative and
documented by the system., At the
end of each alternative developed
the analyst or manager is given
the opportunity to reset the
scenario and replay the system
red analysis to generate a
different alternative.

After a number of these alterna-
tives have been generated, the
program manager then may select a
specific alternative. Thouse
overt actions selected in chat

alternative are documented as the-

revised plan in the system, the
simulation is run and a critical
path and a watch 1list are
generated from the resultant
condition yellow status, The
documented alternative then
brcomes the manager's directed
action to bring the program back
on schedule.

The condition red workarou~d
capability can also be applied to
conditions other than red and
forms the basis for a general
"what if" gaming capability.

CURRENT APPLICATIONS

NAVSEA has a number of program
managers that currently use the
Schedule Management System. Most
significant are the CV SLEP
program manager, the High Energy
Laser Research and Development
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program manager, the Mine Counter
Measure Acquisition program
manager, and the Amphibious Ship
Acquisition program manager, SMS
is also being used by the Marinpe
Corp in the LVT(X) program with
regard to logistics support.
NAVAIR is currently using the
cost oriented TRACE concept on a
number of programs.

SUMMARX

In summary, it should be noted
that there is certainly every
indication from the review of a
large number of DoD major
acquisitions that the ability to
control projects within cost and
schedule is a problem. The most
significant element in trying to
control a schedule problem is to
identify and understand it,
followed by timely determinhation
of exactly where and how much
specific intervention is required
to bring the program under
control,

There is a Navy policy which
directs managers' attention to
evaluation and control of risk
but there is no official position
on how this i8 to be done.
Currently, the closest approxima-
tion to actual control is a
requirement that subjective
reporting be done in accordance
with the NSATS program manager
appraisal reguirements. However,
the Navy Acquisition Research
Council is sponsoring, through
the Defense System Management
College, the development of a
Risk Assessment Management
Handbook.

The Naval Sea Systems Command has
over the years been involved in
*he development of risk analysis
tools and has been ianvolved in
the application of these tools to
major programs. SMS is one of
these tools that is successfully
used on a number of NAVSEA
programs. It permits the manager
to incorporate his plan in a
network format, and, by applica-
tion of progress vs. plan
reporting by qualified, exper-
ienced people the manager is able
to accurately assess program
status. One of the most
important elements of any quanti-
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tative analysis scheme is tle
grass roots technical knowledge
of the program in crder to assign
deterministic schedules and to
assign probabilistic range values
for any activity. The Honte
Carlo simulation identifies those
areas of uncertainty which have
the potential to impact program
objectives, gquantifies this
impact, and directs management
attention to those minimum areas
that must be controlled in order
to maintain schedule adherence.
In the situation where activity
progress is no longer contained
within the plan, the system
indicates whether that lack of
containment will directly contri-
bute to an overall project
overrun of schedule. 1In those
cases where objectives are not
effected management action is not
required, in all other cases
management action is required.
Where action is required the
system permits the manager to
experiment and simulate various
management actions thus
developing alternative solutions
to the problem considering
elements of cost, time and
feasibility. The program manager
can select the best alternative
and insert the appropriate
changes into the model. The
system then documents new dates
that become his new schedule
direction to the program staff.

In conclusion, it can be stated
that although quantitative risk
analysis is being used by some
program managers, it is apparent
that many program managers
neither support nor appreciate
the total benefits which would
accrue with the application of
guantitative risk management to
their program. If quantitative
risk analysis is to be used cost
effectively as a management tool,
it reguires high level technical
and management support and
involvement. There can be little
doubt that given the Carlucci
initiatives and congressional
sengitivity to cost overruns
associated with major acquisition
programs, that the trend for
acquisition program managers is
toward the utilization of quanti-

tative risk management. .
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\ ' ABSTRACT

TRACE-P, Total Risk Assessing Cost Estimate
for Production, is intended as a contingency-
funding vehicle for the first three years of
production of designated systems. TRACE-P
extends the TRACE concept of RDTE to Produc-
tion, and serves to quantify risks in terms of
their cost impact on designated systems. A
mechanism is proposed here for generating such
risk costs. It extends the use and applica-
tion of the contractor's Work Breakdown Struc-
ture (WBS) in identifying risk prone areas,
and combines the WBS with probabilistic net-
working techniques to create a data structure
which generates risk costs for the designated

program.:

The purpose of this paper is to show how the
Venture Evaluation and Review Technique
networking model can be combined with the con-
tractor Work Breakdown Structure in a way that
provides the Program Manager with a powerful
tool in determining potential risk costs to

his program. el-—-—.~_\‘-\--~

INTRODUCTION

P'IRPOSE

TRACE-P, Total Risk Assessing Cost Estimate

for Production, is intended as a contingency-
funding vehicle for the first three years of
production of designated systems. TRACE-P
continues the TRACE concept of RDTE, and serves
to quantify risks in terms of their cost impact
on designated systems. The proposed mechanism
for generating such risk costs involves no new
reporting format. In fact, it merely extends
the use and application of an existing report-
ing vehicle, the contractor's Work Breakdown
Structure (WBS). The reasons for using the

WBS are plain:

1. Virtually all risk-prone activities are
performed by the contractor, not Government.
Government is responsible for managing programs
with risk; contractors encounter risk in actual
execution of these programs.

2. The WBS hierarchy is a very convenient
format to use in identifying those contractor
activities wh¥ch are more risk-prone than

others. Thus, use of documents such as the
contractor's Production Plan, Development Test/
Operational Test reports, Production Readiness
Reviews, Technical Data Packages, etc. in con-
junction with the WBS will allow simple identi-
fication of risk prone areas.

The WBS is seen to be a powerful means of iso-
lating risk to those pertinent work areas.
However, the WBS in and of itself provides an
incomplete picture of any contractual effort.
This is because although the WBS shows the
hierarchial organization of tasks, it does not
show the manner in which these tasks are exe-
cuted, nor the relation of the tasks to each
other from a schedule network perspective.
full potential of the WBS as an analytical
tool is therefore limited *f we restrict our
use of it to‘its hierarchial form.

The

POLICY CONSIDERATIONS FOR THE WBS

At present, the contractor's WBS is used by the
government as the basis for tracking contractor
cost and performance. In fact, Cost/Schedule
Control Systems Criteria (C/SCSCj reporting is
essentially one of the few uses to which the
CWBS is applied in project management. In many
instances, an examination of contractor sche-
dules show that activities and milestones often
relate to Contractor Data Requirements List
jtems more than they do to the WBS. This lack
of correlation can lead to needless confusion.
Further, because schedule information coes not
track with the WBS, any projections addressing
schedule or cost uncertainty will of necessity
come from two diverse sources - the contract-
or's schedule and the WBS work packages, re-
spectively. What is needed is a means of tying
cost and schedule considerations together, and
this objective can be readily obtained by a
change in the use of the contractor's WBS and
schedule network data.

It is proposed that contractors be required to
submit schedule network diagrams of their
activities and milestones so that the follow-
ing minimum criteria are met:

(1) Each WBS element corresponds to one
arc at an appropriate level. The coarsest
level of detail should be level 3, and where
specified by the government, should be 4 or
Tower if finer detail is required.
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(2) For each arc, the contractor must pro-
vide its expected cost and duration, with all
costs expressed in common units and all times
expressed in common units. The expected cost
should be readily available because in most
cases that will correspond to the value of scme
work package.

(3) The network should be structured so
that time phasing of activities and milestones
will be readily appgrent; the interrelation-
ships between activities and milestones (i.e.,
network logic) also should be readily apparent.

(4) Activities which cannot be included as
part of the WBS but which do affect time and
cost must be included in the network.

(5) The network must span a period of time
covering contract award to last delivery, and
the sum of the costs for all arcs in the net-
work must equal the contract cost or appropri-
ate financial measure.

A few comments are in orier here. First, the
use of the WBS as the basis for a schedule net-
work to be submitted by the contractor is cer-
tainly achievable. The imposition of such a

_ requirement on him should not be any great

hardship, because such information must already
be at hand. For example, the contractor must
know how his work is organized and he must have
a fairly good idea of how much time and money
each piece of the work will require. From the
government perspective this is a very reason-
able expectation. However, we must next con-
sider the contractor's concerns. Often the WBS
is devised in such a way that it simply does
not make sense to use the WBS for presenting
schedule data. Consequently, the contractor is
forced to present schedule data in a manner
different from the WBS. If the method proposed
here is to work, government managers must
choose and devise WBS elements in such a way
that their portrayal in schedule format becomes
feasible. One way this can be accomplished is
if the WBS is not strictly bound to the hard-
ware/software configuration of a system and its
corresponding subsystems. If instead the WBS
is portrayed to have as its subelements the
activities associated with any particular sub-
system, then it will be a simple matter for the
contractor to provide the WBS-derived schedule.
For example, if a piece of electronics equip-
ment were to be developed, the WBS for that
equipment might include subelements headed
"Design", "Breadboard", "Test". In this way
all WBS elements will be included in the sche-
dule network. It is again stressed that if
this concept is to work, government and con-
tractual management alike are going to have to
view the WBS as a vehicle for other than CSSRs,
CPRs and the 1ike. The WBS concept in the
presently proposed form is expanded to provide
totai contract and, therefore, total project
representation in a manner whith unifies cost
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and schedule considerations. That is why the
policy regarding the use of the WBS as well as
the means of reporting-sckedule and cost needs
to be reviewed and changed. Only then will the
benefits that the remainder of this report dis-
cusses be realized. Extending the use of the
WBS will as a minimum provide the government
with a data base for its TRACE-P analyses.

THE WBS DATA BASE AND VERT

Many current tools of generating risk costs
involve analysis of the WBS in its tabular
form, or at best a bar chart schedule which
lists each activity in a more or less stand-
alone fashion. The Venture Evaluation Review
Technique (VERT) eliminates these deficiencies
by allowing program activities to be linked
together in a symbolic network which is then
probabilistically exercised for many (several
hundred) iterations, dynamically testing pro-
gram activities and their interfaces. Unlike
other networking techniques which have fixed
input data, VERT allows for functional rela-
tionships to be defined, i.e., the cost of one
activity may be a function of the time-or man-
power-loading of that activity, or of other
related activities. This allows a more reali-
stic modelling to be conducted of the contac-
tor's work, thereby providing a refined measure
of the associated risk costs compared to other
analytical tools. The only additional require-
ment that use of the VERT techniques would im-
pose on contractor personnel is that they
provide WBS schedule data in network form,
similar to PERT-type diagrams. We repeat our
assertion that these data should be readily
available from the contractor because the
various cost account managers have to know how
they are spending money on the work being per-
formed. Once the data are provided to the
Government in this format, the Government ana-
lyst can structure the VERT network and conduct
the necessary activities needed in preparing
the numerical data to be exercised by the net-
work logic. VERT would then generate histogram
data on cost and time which would predict the
contractor's performance based on the input
data.

SAMPLE CASE TRACE-P USING VERT

To illustrate the application of these proce-
dures to generating TRACE-P estimates, we con-
sider the hypothetical System X whose WBS and
production schedule are shown in Figure 1. Sy-
tem X has four major subsystems which are pro-
duced in parallel, and then integrated and
tested tefore delivered to the government. In
the past, a TRACE-P estimate for System X would
have been generated by having personnel with
appropriate expertise examine each WBS element
or else each risk element, and quantify the
risk for each element in the form of a numeri-
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cal multiplier. For example, if element XA
costs $1 and it is determined that a risk mul-
tiplier of 1.25 is appropriate for XA, then
XA's contribution to the TRACE-P is $1.25.

The full TRACE-P would be the sum of all such
products. In this manner, each element con-
tributes its portion to the TRACE-P in the
form of a point estimate; the TRACE-P for Sys-
tem X is also a point estimate which is the
sum of the point estimates for each WBS ele-
ment. So although the risk factor method is
useful in identifying risk areas and their
contributions to TRACE-P, nevertheless the
outcome of thic type of approach is one number,
a point estimate.

In the method proposed here, the contractor

would provide the Government schedule informa-
tion on the WBS in the network form of Figure
2. Each arc in the network corresponds to an
element of the WBS, and therefore the associa-
ted cost with that element can be readily pro-
vided by the contractor. Uncertainties in
cost and schedule can now be examined in the
light of this network representation; for
example, in the network for Systems X's WBS,
integration and test cannot begin until after
unit #1 for each subsystem has been fabricated;
this in turn affects the start of production
deliveries. If there is a stretchout in the
production schedule, the cost associated with
that affected portion of the schedule can be
modelled in VERT as a function of time, and
the spread in time values will provide a more

46




e

System I WBS Network

AWARD

ACCUMULATOR ACCUMULATCR

DELIV LEAD
TME

Pgoe 2.

deterministic basis for the TRACE-P generated.
The spreads in time and cost can be determined
by consultation with Government technical and
cuntractual experts familiar with the WBS
element under scrutiny. The analyst can in-
corporate this information in the VERT data
base, and then by exercising the WBS network
with VERT, a measure of System X's TRACE-P
costs can be obtained.

Table 1 is a list of hypothetical input values
for time and cost that VERT would use in simu-
lating System X's project. The time parameters
are given in a form suited to the use of the
triangular probability density distribution;
however, VERT permits the use of many distribu-
tions, and if another distribution were more
applicable for modelling time, such as the
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exponenitial,, normal or binomial, the data ap-
plicable to their use could be easily formatted
for execution by VERT. Regardless of the
distribution used, the data would have been ob-
tained from detailed conversations with area
specialists so as to assure inclusion of their
expert opinions in forming the VERT data base.
The same would also apply to the costs being
modelled.

Cost distributions are the central issue when
it comes to discussing TRACE-P, and for the WBS
elements of System X, it was decided to choose
their representative costs as being linear
functions of the time required to complete

each activity, thereby illustrating the great
flexibility of the VERT system in generating
TRACE-P figures. To further clarify, consider




System X WBS Network

Input Data
TIME
MIN MOST LIKELY MAX
X(INIT + TEST) 20.0 20.0 2420
I(DELIV LEAD TIME) 4.0 4.0 Dl
X(DELIVERIES) 20.0 20.0 22.0
1A, 1.0 1.0 2.0 -
§ R 1'31 1st PN 2.0 2.0 4.0
i xc1 oaT 1.0 1.0 2.0
. 10, 3.0 3.0 4.0
1A 8.0 8.0 10.0
12 PON ONTTS 10.0 10.0 12.0
1 R 5.0 5.0 6.0
hos) 13—.0 13.0 15.0
cosT
Z(INT + TEST) 500 + 100 {(1131-2) + (14-20)}
I, 166 + 200 (TXA1-1)
00 + 250 (Tyq =2)
m1 . 1 + 250 ( X31
xc, uT 100 + 100 (rxc1-1)
1, 250 + 150 (TID1-3)
| pd) 900 + 200 (Ty,-8)
00 + 250 (Typ-10)
B = 300 + (Tygw
10 2-BD 500 + 100 (Tye-5)
XD 750 + 150 (Typ=13)
I
| Table 1.
I the cost expression for the first unit produc- dule slippage. However, if there is no slip-
tion of subsystem A. The expression is: page, no cost penalty is incurred. Each sub-
‘ system has its own cost penaity. As VERT ex-
€ =100 + 200 (TxA -1}. ercises the System X WBS network, random time
1 values for the respective WBS subelements are
incurred for each iteration of VERT, thereby
‘ The time data for subsystem A indicates a most generating different cost penalties.
{ 1ikely and also a minimum requirement of 1
month to produce the first unit before it is If the contractor were 100% certain of meeting
sent forward for integration and test. The his schedule, there would bs no variability
cost relationship here is structured in such in time and hence no cost penalties. The total
| a way that if the time required to produce contractual cost would be $4100K, which is the
subsystem A's first unit exceeds 1 month, a sum of the constant parts of all the WBS sub-
peralty of $200K times the excess measured element costs in Table 1. However, there is
in months exceeding 1 month will be incurred. schedule uncertainty, which is reflected in the
l This would correspond to a real world situa- fact that the time data for each subelement of
tion where the contractor would need to hire System X is described by a probability distri-
many highly skilled workers, or make addition- bution. This in turn causes various cost pen-
al capital investments to assure minimal sch- alties to be incurred for each iteration of the
{ .
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System X network by VERT. After the number of
iterations is completed, VERT will generate
histograms of cost data - by sequential time
period and for the program's full duration -
which the Program manager/analyst may use in
selecting an appropriate risk level for TRACE-
P funding. Figures 3-6 are histograms genera-
ted by VERT for months 0-12, 12-24, 24-36, and
0-36 of the progdram, providing the PM with an-
ticipated yearly costs as well as anticipated
program costs. If, for example, the Program
Manager of System X wishes to be conservative
during the first year of the program, he might
pick the 90% point of the histogram for months
0-12. This can be found by interpolating the
cumulative distribution function values, which
bracket the 90% point, and comes out to $4404K
for year 1. The meaning of this choice is
simply, that of all the cost values generated
by VERT for year 1 of System X, the value
$4404K was exceeded only for 10% of those iter-
ations, and therefore, it exceeded 90% of the
cost values_generated for that year. By se-
lecting a large number cof iterations we can be
statistically confident that costs will fall
within this arena, providing we have an accur-
ate representation of subelement costs and
schedules. Use of the WBS helps to assure this

-aspect of getting an accurate handle on TRACE-
P

Analagous choices of percentile goints can be
made for years 2 and 3 of System X. In this
manner, the risk funding level may be lowered
for years 2 and 3 if the PM feels such actions
are warranted. The overall program risk fund-
ing level may be found by summing costs for
years 1, 2 and 3 and reading the value obtain-
ed off the overall program cost histegram,
Figure 6. To again illustrate, the 90% point
for year 1 was found to be $4404K. For year 2
(months 12-24), Tlet us read directly off the
histogram. The 81.8% point is $941K, and let
us suppose the PM is satisfied with this fig-
ure, i.e., of the cost generated by VERT for
year 2, they did not exceed $941K for 81.8% of
the total iterations. For vear 3, suppose the
PM selected the 73.3% point which reads as
$56K. The sum of these 3 figures, 4404 + 941 +
56, is $5401K, and this corresponds to an over-
all program risk funding level of about 90%, as
shown in Figure 6. That is to say, in order to
be 90% confident that System X's contractor
costs will not exceed his budget, the PM would
need to have on hand $5401K, or 31.7% above

the initial projected cost of $4100K. Whether
or not such a contingency funding level is
appropriate for a system entering production
will not be discussed here. The example chosen
had purposely built-in severe cost penalties

to illustrate the nature of TRACE-P issues. If
the PM wished to be less conservative in this
example, he might be willing to go for a 70%
confidence level. The new total cost as read
from Figure 6 would then be §5190K, or 26.6%
above the contract budget. The TRACE-P defer-

+
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ral for the 3 years would be $1090K ($5190K -
4100K). The PM could then allocate the TRACE-
P deferral among each program year, verifying
that when the deferral is added to the base-
line for all three years, they sum up to the
$5190K. Whatever course is taken, the WBS
network approach permits the PM to make diffi-
cult decisions with more useful information at
his disposal. With cost becoming an increas-
ingly scrutinized arena, the VERT-WBS method-
ology for generating TRACE-P estimates cannot
be ignored.
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